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Abstract— This paper presents a data-driven approach for
automatically generating cartoon faces in different styles from
a given portrait image. Our stylization pipeline consists of two
steps: an offline analysis step to learn about how to select and
compose facial components from the databases; a runtime synthe-
sis step to generate the cartoon face by assembling parts from a
database of stylized facial components. We propose an optimiza-
tion framework that, for a given artistic style, simultaneously
considers the desired image-cartoon relationships of the facial
components and a proper adjustment of the image composition.
We measure the similarity between facial components of the input
image and our cartoon database via image feature matching, and
introduce a probabilistic framework for modeling the relation-
ships between cartoon facial components. We incorporate prior
knowledge about image-cartoon relationships and the optimal
composition of facial components extracted from a set of cartoon
faces to maintain a natural, consistent, and attractive look of
the results. We demonstrate generality and robustness of our
approach by applying it to a variety of portrait images and
compare our output with stylized results created by artists via a
comprehensive user study.

Index Terms— Cartoon face, face stylization, data-driven
synthesis, component-based modeling.
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I. INTRODUCTION

STYLIZED cartoon faces are widely used as virtual identi-
ties and personalized appearances in social media such as

instant chat and online games. However, creating such images
usually requires professional artistic skills and tedious manual
work, which becomes impractical for many multimedia appli-
cations when there are millions or even billions of users. As a
result, it is very useful to have automatic systems for cartoon
stylization from portrait photos.

Traditional face stylization methods convert portraits into
a specific style, such as line drawings [1], sketches [2], or
exaggeration in terms of both shape and color [3]. However,
it is not easy to generalize those frameworks to synthesize
different stylization results of the same input. Furthermore,
a typical face stylization method focuses on maintaining the
similarity between the input portrait and the sketched or
stylized output [4], but does not consider the proper arrange-
ment of facial components as well as the interrelationships
between them. This limitation usually leads to less attractive
outputs, since human perception is especially sensitive to
the appearance of faces [5]. On the other hand, previous
approaches usually focus on stylizing faces in a specific style
which often leads to the lack of generality to arbitrary style.

For a cartoon stylization system, the generated cartoon has
to faithfully resemble the input portrait to keep the identity of
the user. From an aesthetics point of view, the system needs
also to provide visually pleasant and attractive abstractions
of the input photo. Finally, an ideal approach should be able
to efficiently generate stylized faces in arbitrary user-desired
style with minimum modification to the system.

In this paper, we present a data-driven framework for auto-
matic cartoon stylization of portrait photographs to address all
the above challenges. As shown in Fig. 1, inspired by recent
component-based shape modeling and synthesis techniques
[6], [7], we first collect two databases of facial compo-
nents (i.e., eyes, brows, nose, mouth, cheek and hair), see
Section III-A. One of the databases contains realistic facial
components collected from portrait photographs. The other
database contains cartoon facial components of a certain style,
which are drawn by professional artists to match the realistic
components.
Next, we learn how to select cartoon components and assem-
ble them together in an offline analysis stage. We exploit
a Bayesian network to train a selection model for select-
ing cartoon components from multiple candidates to make
an attractive face (Section III-B). We also adopt ε-SVR

1057-7149 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



2 IEEE TRANSACTIONS ON IMAGE PROCESSING

Fig. 1. Given a portrait photo, we decompose the face into individual components and search for the corresponding cartoon candidates for each component
in a database by feature matching. We then obtain the best combination of these candidates using a Bayesian network and compose the selected components
together to synthesize a cartoon face. We can generate cartoon faces in different styles by our framework. The left is an example of B&W style and the right
is an example of FASHION style.

(Support Vector Regression), cf. Chang and Lin [8], to train
a composition model for optimally composing the selected
cartoon facial components to the final cartoon (Section III-C).

In our synthesis stage (Section IV), we first segment the
input portrait into facial components. For each component
we compute specific features and then find the five most
similar realistic components in the dataset by feature matching.
We then generate several combinations of their corresponding
stylized cartoon components and apply the trained Bayesian
network to evaluate their attractiveness. The combination with
the highest value is considered as the best output. Finally, we
adjust the composition of the facial components to make the
stylization results more natural and harmonic. We demonstrate
the robustness, effectiveness and generality of our method
through a variety of input portraits (Section V-A) and evaluate
our method in a comprehensive user study (Section V-B).

In summary, our contributions are:

• a data-driven framework for component-based synthesis
of stylized cartoon faces from input portrait photos;

• a learning algorithm to extract the information about how
to select and compose components from a database of
stylized facial components;

• an optimization-based method to generate a cartoon face
by jointly optimizing photo-cartoon correspondence and
the composition of different facial components.

Thus, compared with previous works which usually focus on
maintaining the similarity between real and stylized faces in
a specific style, our approach can balance the similarity to
the input face and the visual attractiveness of stylized face in
arbitrary user-desired style.

A preliminary extended abstract of this work appeared at
Siggraph Asia 2014 [9].

II. RELATED WORK

Creating artistic visual representations of human faces
gained growing attention in computer graphics and com-
puter vision. Related topics include face illustration [10],
portrait painting [11], cartoonization [1], [12], [13], carica-
turization [3], watercolorization [14], and replacement [15].
Since there are many related works, we focus on research in
synthesizing personal appearances from photographs with an
emphasis on data-driven approaches.

Synthesizing Facial Sketches: Chen et al. [1] present an
example-based approach to generate cartoons from pho-
tographs by a non-parametric sampling scheme that captures
the relationship between training images and corresponding
sketches drawn by the same artist. This idea is further
improved by performing the matching by a partial least-square
technique using photo/caricature pairs [16], hierarchical-
compositional models [17], feature-level nearest neighbor
approaches [18], and semi-coupled dictionary learning from
photo/sketch pairs [19]. Gooch et al. [10] create black-and-
white facial illustrations from photographs and then deform
these facial illustrations to create caricatures which highlight
and exaggerate representative facial features. Min et al. [20]
propose an automatic portrait system by leveraging the And-Or
graph based on existing sketch templates. Wei et al. [21] use
a statistical model to represent and to generate face wrinkles.
Chen et al. [22] create face sketches by separating a face
into individual components and recomposing them after trans-
formation. Liu et al. [4] simulate artist’s creativity on facial
features and adopt a learning approach for mapping those for
automatically creating caricatures. Tseng et al. [3] comprise a
statistics-based exaggeration module and a non-photorealistic
rendering module to create colored facial caricatures with
exaggerated facial features. Tresset and Leymarie [23] present
a robotic installation that produces sketches of people, but it
is a “naive drawer” not capable of learning different styles.
Berger et al. [24] gather and analyze data from a number
of artists as they sketch a human faces from a reference
photograph, and then use the trained models to synthesize
portrait sketches. PortraitSketch system [25] assists users to
draw sketches by adjusting their strokes in real time to improve
their aesthetic quality. Patch-based methods are widely applied
to synthesis of facial sketches due to their ability to represent
local facial features [26]. Liu et al. [27] propose a face sketch
generation method by employing the idea of locally linear
embedding. Li et al. [12] generate cartoons by incorporating
the content of guidance images taken from a specific training
set. Gao et al. [28] improve the perceptual quality by compen-
sating the high-frequency information and relaxing the number
of the candidate image patches via sparse coding. Methods
based on Markov random fields are proposed to create sketches
from photos by selecting most appropriate neighbor patches to
hallucinate a target patch [2], [29], [30]. Zhang et al. [31]
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Fig. 2. The overall pipeline of our framework.

learn a feature dictionary from photo patches and replace
these patches with a sparse parametric representation during
the searching process. Zhang et al. [32] develop a framework
to synthesize face sketches trained on only one template
sketch use a multi-feature-based optimization model to select
candidate image patches.

The above approaches can create sketches that closely match
an input photo, but it is difficult for their frameworks to
generate cartoons in given artistic styles, especially some
smooth and fancy styles. Furthermore, in most cases they also
do not consider the beautification of stylized output, while our
framework can simultaneously handle different styles, portrait-
cartoon similarity and visual attractiveness.

General Face Stylization: Meng et al. [33] render artistic
paper-cut of human portraits by considering it as an inhomo-
geneous image binarization problem. Zhao and Zhu [11] use
templates to fit a mesh to a face and transfer a set of strokes
from a specific painting to a given photograph. Rosin and
Lai [34] generate highly abstracted yet recognisable portraits
by fitting facial models. However, their objective is not to learn
a style of an artist so their scheme cannot be applied to our
problem.

III. DATA COLLECTION AND ANALYSIS

Fig. 2 shows the overview of our optimization approach
for data-driven cartoon face synthesis. The input comprise a
portrait image, a realistic facial component database Dr and
a cartoon facial component database Dc of a pre-define style.
The output is a cartoon face with the same style of Dc.

A. Database Collection

We start the approach with building three databases: one
for realistic full faces, one for realistic facial components and
one for stylized facial components. The full face database D f

consists of representative portrait photos downloaded from
the Internet and contains 500 frontal or near frontal faces
for male and another 500 for female subjects. We select
photos to ensure that we cover enough different kinds of facial
components for creating various shapes. Next we extract all the
facial components from the faces in D f to build the database
of realistic facial components Dr . We then manually pick
representative components of 20 chins, 30 eyebrows, 30 eyes,
16 noses, 30 mouths and 75 types of hair for both male and

female photographies from Dr and use them for building the
database of cartoon facial components Dc by asking artists
to draw a stylized version for each representative realistic
component. For each real eye we separately draw a stylized
version of a single-fold eyelid and a double-fold eyelid. Finally
we ask artists to compose cartoons of these faces in D f , by
selecting and composing stylized facial components which are
similar to the components of the realistic faces (Fig. 3).

We label every facial component in Dr with the closest
stylized facial component from Dc. Additional styles other
than Dc can be easily added by asking artists to draw stylized
facial components in new styles for the elements of Dr .
Since there are significant visual differences between different
races, e.g., Asian and Caucasian faces, we build databases for
different races respectively.

B. Learning the Selection of Components

Previous works all focused on enhancing the attractiveness
of real faces [35], [36]. In the contrast, studies on enhancement
of facial attractiveness of cartoons have not yet been reported,
even though the neural responses related to the evaluation of
the attractiveness of cartoon faces have been investigated [37].
Generally, facial components and their composition contribute
most for creating stylized faces. A face differs from another
not only in terms of different components, but also in its
attractiveness which is determined by details and the implicit
semantic relationships of all the components. Therefore, it is
not meaningful to evaluate the attractiveness of a face just
through each individual component. An expedient way to
increase attractiveness is to select stylized facial components
only according to predefined rules. However, it is not easy
to define such rules, because if we consider all the possible
combinations, the rules will quickly become intractable to
maintain with a growing number of facial components. On the
other hand, a restriction to a small subset of possible facial
components can avoid awkward synthesis but will result in
a limited variety and common artifacts such as creating the
same stylized faces for different inputs.

One possibility to encode various relationships and define
attractive combinations of facial components is to adopt a
data-driven approach based on observational data. Data-driven
approaches, including probabilistic graphical models have
recently proven to be successful in modeling abstract semantic
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Fig. 3. Database collection. From left to right: (a) input portrait; (b) user interface to label the components of the input portrait; (c) database of labeled
components.

relationships, such as component-based shape synthesis [7],
outfit synthesis [6], and pattern colorization [38]. Such models
automatically extract information and rules from data that have
the ability to express some attributes of the input. Since our
goal is to combine different stylized facial components in an
attractive way and with the necessary variety to represent dif-
ferent input faces, a probabilistic machine learning framework
trained by practical data should be appropriate. The higher the
probability of a particular component combination in such a
network, the higher its attractiveness.

We choose a Bayesian network to learn from a database
which consists of stylized faces that are manually created
by artists. Bayesian networks are an elegant and efficient
method [39] for learning implicit relationships between dif-
ferent components that are consistent with their conditional
dependencies. After the training phase our Bayesian network
effectively encodes the probability distributions within the
space of possible combinations of stylized facial components.
An important feature of Bayesian networks is their ability to
support inference with incomplete inputs, which is sometimes
needed for the selection of facial components. For example,
for a certain input face, one may constrain the brows to be of
a specific shape and then query the selection of other compo-
nents in order to form an attractive stylized face according to
the trained distribution. Bayesian networks can still return a
result under such constrained conditions.

We train separate Bayesian networks for male and female
faces as well as for Asian and Caucasian faces. Fig. 4 shows
the structure of our Bayesian network. The nodes of the
Bayesian networks correspond to the facial regions on which a
facial component can be put, the state of each node represents
the type of facial component that is added. We build the graph
by considering both of the spatial positions and the relative
importance of the facial components according to research
in psychology [40]. The overall face profile is set as root
since it contains all the other components and its shape will
directly affect the selection of the other components. The node
“Eye” is the parent of node “Brow” because eyes contain more
information than brows and they are the parts that catch more
attraction at the first glance.

Usually a reasonable quantity of training data is required.
For example, 100 plane modes were used to train the networks
in [7]. We use the images of our database D f as input data and
ask three artists to manually create a cartoon face for each real
face by selecting stylized facial components from Dc. During
the data collection process, we ask the artists to consider not

Fig. 4. Structure of the Bayesian network.

only the similarity of the cartoon face to the original input but
also a proper relationship between all the components to make
the cartoon look more attractive, according to their expertise.
For example, we have observed that the artists prefer to put
a relatively small mouth on a sharp face profile to make the
whole face more attractive. Often they also adjust the position
and size of stylized components after combining them, in order
to capture and exaggerate the facial characteristics of the input.

We consider each type of stylized component as the state
of a random variable. Such a variable has M states if there
are M types of its stylized components drawn by artists in
this database. Every cartoon face in the database serves as
a training sample, and is represented by a five-dimensional
vector, x = {xF , xE , xB, xM , xN }, where xF , xE , xB , xM

and xN represent the face profile, eye, brow, mouth and nose
component on a cartoon face respectively. We have 12 states
for face contour, eye and mouth as well as 8 states for nose
and brow. The graph and the states of random variables are
show in Fig. 4.

The Bayesian network corresponds to a joint prob-
ability P(X) over all the random variables X =
{X F , X E , X B, X M , X N } which is factorized as

P(X) =
∏

s∈S
P(Xs |π(Xs))

= P(X F ) · P(X E |X F ) · P(X B |X E , X F )

·P(X M |X F ) · P(X N |X M , X F ), (1)
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where P(Xs |π(Xs)) is a conditional probability distribution
(CPD), S = {F, E, B, M, N} is the set of indices for our
random variables (i.e., face profile, eye, brow, mouth, and
nose), and π(Xs) denotes the parent nodes of Xs . All the
nodes in the network are discrete and observed, so that the
CPDs can be represented as conditional probability tables
(CPTs). Our goal is to learn a probabilistic model which is
a good representation of the given database. Parameters of the
model are the CPTs of the random variables. They determine
how accurately the model represents the distribution of the
database. We formulate our objective function as

X = argmax
X

∏

s∈S
P(Xs |π(Xs)).

However, even though all the variables are observed, missing
dimensions of some samples in the training database will
make the model intractable when maximum likelihood esti-
mation is used. For example, a cartoon face without brows
(overlapped by hair in original face) may still contain some
useful information about the implicit relationships between
the remaining components. Therefore, we train the models
with the Expectation-Maximization algorithm [41], which is an
iterative approach that has the capability to figure out problems
involving incomplete data.

C. Learning the Composition of Components
Previous works compose stylized faces according to some

pre-defined features [22]. It is difficult for this scheme to
express the designer’s means of artistic expression in the
stylization results. Since the input face and the stylized face
are in different domains, a simple linear mapping from the
layout of the input face to the layout of the stylized face
might make the stylized face unharmonious. Thus, we develop
a data-driven approach to address this problem by learning a
nonlinear mapping. We adopt the ε-SVR method [8] to let
the system learn how to adjust the facial composition of a
cartoon in order to improve its visual attractiveness. A facial
composition is defined as a feature vector extracted from the
facial landmarks. After face alignment, the facial landmarks
are aligned according to the two eye centers. Assuming a
symmetric face, a coordinate system is defined with its original
point as the centroid of two eye centers, the line passing
through the eyes is the horizontal axis and the perpendicular
line on the nose is the vertical axis. As shown in Fig. 5, a facial
composition is represented by a feature vector x ∈ R

13,
including coordinates and width of the left brow, coordinates
and width of the left eye, y-coordinate and width of the nose,
y-coordinate and width of the mouth, as well as y-coordinate
and width or the cheek and ordinate of the chin. xlbrow and
ylbrow are the coordinates of the left brow center and wlbrow

is the width. Similarly, we can define other feature elements
in x in the coordinate system.

We ask the artists to compose stylized facial components
from Dc for each face in D f , by adjusting the position and size
of each component to reach a good composition. In this way
we obtain a training set {(x1, z1), ..., (xl, zl)}, where xi and zi

are feature vectors for each input face and its stylized version,
l = 500 is the number of training samples. In order to compose

Fig. 5. Feature vector for composition of facial components. Our feature
vector contains 13 dimensions and is extracted from both of the real faces
and their stylized counterparts, where x and y are coordinates while w stands
for width.

a cartoon face automatically during the online synthesis stage,
each dimension of its corresponding facial composition needs
to be predicted. We learn a ε-SVR for each dimension of zi by
optimizing the following problem:

min
w,b,ξ,ξ∗

1

2
wT w + C

l∑

i=1

ξi + C
l∑

i=1

ξ∗
i

s.t . wT φ(xi ) + b − zi,k ≤ ε + ξi ,

zi,k − wT φ(xi ) − b ≤ ε + ξ∗
i ,

ξi , ξ
∗
i ≥ 0, i = 1, ..., l, (2)

where φ(x) is a mapping function and C > 0 is the penalty
factor. To solve the problem efficiently, we solve its dual
problem instead:

min
α,α∗

1

2
(α − α∗)T Q(α − α∗)

+ ε

l∑

i=1

(αi + α∗
i ) +

l∑

i=1

zi,k (αi − α∗
i )

s.t . eT (α − α∗) = 0,

0 ≤ αi , α
∗
i ≤ C, i = 1, ..., l, (3)

where Qij = K (xi , x j ) = φ(xi )
T φ(x j ) is the kernel matrix,

and K (·, ·) is the kernel function. We use a radial basis
function kernel for this purpose:

K (xi , x j ) = φ(xi )φ(x j ) = exp
{

− (xi − x j )
2

2δ2

}
. (4)

We leverage the SMO algorithm [8] to optimize the parameters
α and α∗, and then predict the position with the input x j as

z j,k =
l∑

i=1

(−αi + α∗
i )K (xi , x j ) + b. (5)

There are two hyperparameters C and δ in the model. A grid
search method is used to find the best hyperparameters in the
range 10−10,−8,...,10 for C and the range 10−5,−4,...,5 for δ.
And we use 5-fold cross validation strategy and the root mean
square error (RMSE) as measure to select the parameters with
the minimum regression error. The RMSE is used to measure
the difference between the predicted position and the ground
truth position by the artists.
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IV. CARTOON FACE SYNTHESIS

In this section, we describe our cartoon face synthe-
sis method in detail. Starting with an input photo, our
method proceeds in five main steps as follows: first, the face
image is decomposed into semantically meaningful compo-
nents (Section IV-A); these components are then matched
to potential components in the database with their specific
features (Section IV-B); next, the best combination of com-
ponent candidates is determined through the trained Bayesian
network (Section IV-C); the relative positions of the selected
cartoon components are further adjusted with the trained
ε-SVR (Section IV-D); finally, additional components such
hair and glasses are handled for the output (Section IV-E).

A. Facial Image Decomposition

Given a portrait photo, we first compute the face loca-
tion using the Viola-Jones algorithm for face detection [42].
We then employ a regression-based face alignment method
to locate facial landmarks [43]. This method typically detects
88 facial landmarks that are now used to decompose the face
into its basic components, including eyes, eyebrows, nose,
mouth and the face contour. The regions of eyes, eyebrows
and nose are enclosed in bounding boxes defined by their land-
marks, while mouth and face contour are directly represented
by the polygons defined from their landmarks (22 landmarks
for mouth and 21 for face contour). Note that our system only
accepts photos with frontal faces by only opening the frontal
face detector. As a pre-processing step, a face is first aligned
to be horizontal according to the coordinates of eye centres.

B. Facial Component Matching

For each component extracted from the previous step, we
search for its K nearest neighbors in the database of realistic
facial components Dr . We use K = 5 for all of our examples.
Since facial components show distinct visual features, we
employ different matching schemes for each of the facial
components. By matching the components in Dr , we use their
corresponding cartoon components in Dc for the subsequent
synthesis process.

Gender Classification: Before the actual matching step,
we determine the gender of the face from the input image.
A recent survey on gender classification [44] evaluated
extensive gender classification methods and found that the
C-Support Vector Classification method using face images
of resolution 36 × 36 as input achieved the best overall
gender classification rate. Therefore we employ this method
to determine the gender and select the corresponding facial
component database.

Eyes and Nose: For the eyes, we first scale the eye image
to a fixed size (62 × 100 pixels in all of our examples).
The procedure of scaling an eye image is shown in Fig. 6.
We first scale and align the two corner points A and B of
an eye (located by face alignment) to two points L and R
which are two fixed points in a rectangle with a fixed size.
The region of the image in the rectangle is the target eye
region. We extract nose and eyebrow regions in the same
way (described below). We encode each eye region into a

Fig. 6. The procedure for eye region extraction.

2304-dimensional histogram of oriented gradients (HOG) fea-
ture vector (see [45]). The HoG features are extracted from
gray image. The dimension is determined by the size of
window and block. 16 × 16 is the size for the window, 8 × 8
for the block, and 8 for the stripe. We select the K nearest
neighbors from Dr by using the Euclidean distance between
the feature vectors. For special cases where one or two eyes are
closed, we calculate the bounding boxes of facial landmarks
of both eyes. An eye is detected to be “closed” if the length-
width ratio of its bounding box is less then a user specified
threshold (0.2 in practice). For closed eyes, we match them
with pre-defined closed eye components in the database. For
the nose, we scale the nose region image to a standard size of
70×200 pixels and use the same matching scheme to find the
K nearest neighbors in Dr and their corresponding cartoon
components from Dc.

Eyebrows: Eyebrows differ from eyes and nose in that
there are usually no clear boundaries between them and the
surrounding skin. Therefore, shape-based feature vectors such
as HOG are not suitable for measuring the similarity between
eyebrow components. We employ the Fourier spectrum dis-
tance because of its high matching accuracy for eyebrow
recognition [46]. Specifically, we first locate the left and right
eyebrows using the facial landmarks, and scale the correspond-
ing images to a fixed size of 66×200. For two eyebrow images
of the same size, their Fourier spectrum distance is defined as
the χ2-divergence of their 1D DFT transformed signals [46].
We use this distance measure to find the K nearest neighbors
from Dr .

Face Contour and Mouth: Unlike eyes and nose, face
contour and mouth can be well represented by their shapes.
To compare two sets of face contours, we align their endpoints
to the same positions and compute the spatial distance between
the other landmark points. The average distance over all the
landmark points is used to measure the dissimilarity between
the two face contours, with which we find the K nearest
neighbors from Dr . We use the same matching scheme for
the mouth component.

C. Selection of Facial Components
After obtain K matching components from the database

for each component in the input photo, we use them to
generate a number of possible combinations for the final
output. As mentioned above, we try to generate a stylized face
that not only preserves salient characteristics of the original
face but also exhibits a high artistic attractiveness. We evaluate
the probabilities of all the possible combinations with the
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trained Bayesian network from Section III-B and select the
combination with the highest probability as the most attractive
stylized face. If several combinations share the same highest
probability, we randomly choose one of them as the output or
show all of them to the users for further selection.

When part of components in a combination are known, the
inference process for the trained Bayesian network is achieved
by solving the following optimization problem

X∗ = argmax
XQ∪XO∈X |Q|+|O|

P(XQ, XO = xO),

where Q ∪ O = S. Q is the set of indices of the unknown
variables and O is the set of indices of the known variables.
XQ is a subset of variables without assignment while xO is
assigned to XO. It is equivalent to the problem

X∗
Q = argmax

XQ∈X |Q|
P(XQ|XO = xO),

where XQ is the set of variables to be inferred. In our system,
we solve the inference problem by junction tree inference
method [47].

D. Composition of Facial Components
After choosing the optimal components via the Bayesian

network, we use the corresponding stylized facial components
to synthesize the output image. We first build a symmetric
coordinate system on the empty canvas and then normalize the
detected landmarks by aligning the two eye center points to
two fixed points on the coordinate system as shown Fig. 5. For
each component, we determine its position, width and length
in the coordinate system using its aligned landmarks. A feature
vector x ∈ R

13 is then formulated by combining the features
of all facial components. Next, we predict a vector z from x
with the trained ε-SVR as described in Section III-C, which
specifies the relative positions and the sizes of the cartoon
components in the output image. Finally, these components
are synthesized into a cartoon facial image by combining all
the components on the same canvas.

Fig. 7 presents some visual comparisons. The cartoon faces
(Fig. 7b) are composed by making their feature vector z as
the same as the feature vector of the faces x. Although they
may look more similar to the original faces compared to these
cartoon faces composed by ε-SVR (Fig. 7c), they are less
visually attractive. Original faces and cartoon faces are in two
different domains. The cartoon face lacks of plenty of texture
to represent the depth information, which makes the relative
distances between components look larger than the original
face even by using the same layout. For example, in the middle
column, the distance between the nose and the mouth looks too
large for the first, the second and the last faces. Moreover, the
distance between the mouth and the chin looks too small for
the second face when determining the layout totally according
to the original. Actually, it is caused by the pose when
taking the photos. In addition, their eyes look too small while
ε-SVR tends to make larger cartoon eyes, which appeals to
the preference of users. These drawbacks can be improved by
learning a model that maps the layout in the original domain to
the cartoon domain based on the dataset created by the artists.

Fig. 7. Comparison of different composition methods. From left to right:
(a) input photos; (b) results by direct reference to the photo. (c) results by
our ε-SVR model.

E. Handling Additional Components
Some important components such as hair, glasses and eyelid

are not covered in previous facial processing steps, but they
contribute significantly to the visual appearance of the final
stylized output. In this section, we describe specific methods
for these additional components.

Hair: Hair is an important component in most portrait
images. However, finding a proper cartoon component for a
given realistic hair component is a non-trivial task, since both
the global shape of the hair and the orientation of the fringe
need to be taken into account during the searching process.
Traditional shape matching algorithms have shown to be very
effective for tasks such as object recognition and retrieval [49],
but they cannot be directly used for measuring the subtle
differences between different hair contours. Thus, we propose
a novel method which combines shape matching and contour
alignment to achieve robust hair matching.

Prior to the matching step we extract the hair contour from
the input portrait. For doing this we require a background
that differs significantly from the hair color. Starting with the
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Fig. 8. Hair matting and matching. From left to right: (a) input photos;
(b) results of KNN image matting [48]; (c) the best matching hair components
in the database.

Fig. 9. Procedure of hair matching. Two contours are firstly matched
by height functions and then their outer contours are aligned by Horn’s
quaternion-based method.

detected facial landmarks, we initialize a set of seed points in
the hair area and another set of seed points within the back-
ground. The hair area is acquired by using the hair detection
method in [50]. We treat the area outside the face area and hair
area as background. Then the accurate hair region is extracted
from the image using the KNN-matting algorithm [48]. The
boundary of the hair region is then extracted and smoothed
to get the final hair contour. Contours of the hair components
in the database are directly extracted from their alpha maps.
Fig. 8 presents some examples of extracted hair regions and
corresponding cartoon components.

Fig. 9 illustrates the procedure to measure the similarity
between two hair contours in a three-step process. We first
adopt the height-function based shape matching method as
described in [49] to establish a set of corresponding point
pairs between the two contours. Then we align the outer
contours of the two hair components using Horn’s quaternion-
based method [51]. By fixing the outer contours, we further
align the fringe parts of the two hair components (their inner
contours). Practical experience showed us that users are very
sensitive about the orientation of their hair within the fringe.
Thus, for fringe alignment we only use horizontal translation,
such that the orientation of the fringe is not changed during
matching. Finally, the distance of the two contours is computed
by weighted summing the difference of all point of pairs in
the outer contours and that of the inner contours:

d = λ · dinner + (1 − λ) · douter (6)

where λ is set to be 0.7 for all of our examples.
Glasses: Glasses appear frequently in portrait photos.

We detect the existence of the glasses using a simple but

Fig. 10. Detection of glasses. (a) a patch in the central area between the
two eyes is extracted; (b) two horizontal edges are detected from the patch
(marked in red), which indicates the existence of the glasses; (c) our results
of three cartoon styles.

Fig. 11. Detection of frames. (a) input image. (b) L0 gradient smoothing.
(c) gradient image. (d) binary image.

effective visual cue, i.e., the frame of the glasses usually forms
a horizontal streak between the eyes. Thus we select an image
patch in the central area between the eyes and run the Canny
edge operator on the patch. A pair of glasses is detected if
two horizontal edges are found in this patch. See Fig. 10 for
a concrete example.

We determine the frames of the glasses using a similar
method. Specifically, we extract a patch covering the two eyes,
and detect strong horizontal edges in the region. To handle
noise and preserve salient edge structures, we perform an
L0 filter [52] using a patch size of 40×9 before edge detection.
If there are two strong horizontal edges enclosing the regions,
we use a pair of full-frame cartoon glasses for synthesis;
otherwise we use half-frame glasses. Examples with different
kinds of glasses are presented in Fig. 11.

Eyelid: The type of the eyelid (double or single) is a
distinctive feature for eyes. We use Canny edge detection to
get a binary image for the left and right eye. The left eyelid
is double if two pulses are detected on the left-top part of its
gradient image. To be able to synthesis cartoon faces with this
distinctive feature, our cartoon database contains both a single
eyelid and a double eyelid for each cartoon eye component.

V. EXPERIMENTAL RESULTS

In this section, we test our method on a variety of real
portrait images. We first show that our method can be read-
ily integrated with multiple databases and generate visually
convincing facial cartoon images with various artistic styles
(Section V-A). We then show through extensive user studies
that our method captures salient facial structures and delivers
satisfactory visual experience comparable to the manual work
by the artists (Section V-B).

A. Visual Examples
Our framework aims to synthesize stylized faces by con-

sidering both similarity and attractiveness while existing work
pursue to make the stylized face as similar as the original
face except for the colors and the textures. We adapted several
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Fig. 12. Comparison with a previous method for sketch synthesis. From left
to right: (a)&(d) input photo; (b)/(e) [22]; (c)/(f) our results.

Fig. 13. Comparison with [21]. From left to right: (a) input photos;
(b) the results of [21] (c) our results.

photos from existing work and generated stylized faces by our
framework for simple comparison, as shown in Figs. 12-14.
In Figs. 12-14, we compare with the component-based meth-
ods. Those methods synthesize stylized components individu-
ally without considering their relationships and directly place
them according to the layout of the original face. This scheme
will affect the attractiveness of the stylized face in a very
different domain. For example, the distance between two eyes
looks quite large in Fig. 12(b) and Fig. 12(e) though it is the
same as the original face. In addition, one promising advantage
of our framework is that it can handle exaggerated styles such
as the FANCY style which is challenge for existing methods.

We have prepared three sets of stylized facial components
for the Asian faces (i.e., B&W, MODERN and FANCY ) plus
one database for the caucasian faces (the FASHION style),
and connected them to the real facial components of the
database Dr . Any new set of cartoon facial components can
be easily incorporated into the current system with minimal
manual efforts. In Figs. 1, 17 and 18, we provide synthesis
results for various input portrait photos in different styles.
Besides, synthesized faces for input faces under different head

Fig. 14. Comparison with [20]. From left to right: (a) input photos; (b) the
results of [20] (c) our results.

Fig. 15. Comparison using input photos of different poses. Top: input portrait
photos; bottom: our results.

Fig. 16. Comparison using input photos of different illumination.Top: input
portrait photos; bottom: our results. Face images are from [53].

poses and different illumination are shown in Figs. 15 and 16,
respectively. Our system relies on the accuracy of face align-
ment result. Face alignment can handle non-frontal head poses
and the illumination changes to a certain extent, but might
be inaccurate in some extreme cases, such as the right-
most example in Fig. 16. Illumination affects the information
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Fig. 17. Results of Asian faces in three styles by our framework. (a)/(e): input photos; (b)/(f): results in the B&W style; (c)/(g): results in the MODERN
style; (d)/(h) results in the FANCY style. The two photos at the bottom are from CUHK sketch database [29].

captured in face images and extreme illumination leads to
missing textures of facial components, which might affect the
accuracy of facial component matching in our system. For
components represented by appearance features, the match-
ing process is robust to the illumination changes, since the
extraction of HOG features considers the influence of illumi-
nation by performing image normalization as preprocessing.
For components represented by shape features, the matching
process is only affected by the results of the face alignment
algorithm.

As can be seen from these visual examples, our method
is well suited for practical applications. First, it preserves
distinct facial features such as eye size, hair style, face contour
shape, etc. and transfers them faithfully to the synthesized
results. Second, our method can robustly handle environmental
variations in the input portrait images, including cluttered
background, illumination change (see Fig. 16) and even vary-
ing viewpoints (see Fig. 15, our method generates very stable
results for all the input images). Third, our method can also
robustly handle the inherent variations in human faces, such

as gender, skin colors, hair styles, accessories and races.
Specialized modes such as glasses, eyelid or even mustache
types can be incrementally added to the system. Finally, our
method works reasonably well with different sets of stylized
facial components and generate results that are consistent
with the original artistic style. Note that previous similarity-
oriented patch-based methods cannot generate cartoon faces of
MODERN or FANCY styles due to the artistic exaggeration
of such styles.

Implementation: We have implemented our system on a
PC with 3.4GHz Intel Core i7 and 16GB DDR3 memory.
A Bayesian network takes no more than two minutes to train
while an ε-SVR model can be learned within 10 minutes.
At runtime it takes about 0.8 second on average to synthesize
a cartoon face. We have also developed a prototype mobile
application on both Android and iOS platforms. An indoor
running game that was realized with this application is shown
in Fig. 19, which demonstrates that our method can be applied
in real-world applications. The main users of this product are
young people. Young people especially teenagers often care
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Fig. 18. Results of Caucasian faces in the FASHION style. Top: input photos; bottom: our results.

Fig. 19. Cartoon image generated by our mobile software.

about if the resulting cartoons are beautiful, so during devel-
opment we mainly focus on how to increasing attractiveness
instead of maintaining similarity.

B. User Study

In the previous section we have shown that our method
can effectively synthesize cartoon facial images with different
styles. However, several important aspects about our method
remain unclear: Does our method actually preserve the dis-
tinctive features of the original face? Does our learning-based
framework (Bayesian network + ε-SVR) actually improve over
the simple nearest neighbor based method? Can our method
compete with an artist? Since the answers to these questions
involve human observations and analysis, we perform a set of
carefully designed user studies for a quantitative evaluation.

The general settings of our user studies are as follows:
100 portrait images (50 male, 50 female) were collected from
the internet. 70 participants (35 male, 35 female) were asked
to take the tests. During our user study, each participant would
answer a set of questions in sequence. Each question was
presented in the form of a single selection from a set of
images. The answers of all the participants were collected
for quantitative evaluation within each of the user studies.
In total, we conducted three user studies to answer the three
questions above.

User Study 0: In this user study, our goal is to evaluate
the similarity between the input face and the stylized face.

We conducted the study not only on the similarity for the
whole face but also the similarity for each component. The
range of the similarity score is set from 1 to 5 including
totally 5 levels. The larger the score is, the more similar
the given pair is. For each participant, we randomly selected
50 portrait images (25 male, 25 female) and the corresponding
results in the B&W style. During the test, each participant
saw 50 portraits and their corresponding stylized faces; for
each portrait the participant was asked to score the similarity
between each stylized component and its input component as
well as the similarity between the whole stylized face and
its input face. The average scores of each component as well
as the whole face are illustrated in Fig. 20a and Fig. 20b.
The results include the scores of stylized faces composed by
the artists and the stylized faces by our method. For male, the
average scores for hair, eye, nose, mouth, brow and profile
of our method are 4.23, 4.33, 4.18, 4.37, 3.90 and 4.78
respectively while the average score for the whole face is 3.95.
For female, the average scores for hair, eye, nose, mouth,
brow and profile of our method are 4.00, 3.85, 4.11, 4.20,
3.37 and 4.81 respectively while the average score for the
whole face is 3.63. Most of the similarity scores are larger
than 4.0, which demonstrates the effectiveness of the matching
procedure in our framework. However, the average scores for
stylized faces synthesized by our method are less than 4.0,
which is 3.95 for male and 3.63 for female, and the average
scores for stylized faces composed by the artists are less than
4.5. One reason is that the stylized faces the B&W style lack of
enough details such as wrinkles and textures. The enhancement
of attractiveness sometimes also affect the similarity since
the shape and positions of some facial components may be
changed.

User Study 1: In this user study, we try to investigate
whether our method is able to capture distinctive facial features
during matching of facial components and synthesizing the
stylized face. For each participant, we randomly selected a
subset of 30 portrait images (15 male, 15 female) and the
corresponding results in the B&W style. During the test,
each participant saw 30 portrait images; for each portrait
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Fig. 20. Results of user studies. From left to right: (a)/(b) Similarity scores of facial components and the whole face in User Study 0. (c) Recognition rates
of User Study 1. “A/A”: all participants view all results. “M/F”: male participants view female results. Similar for “M/M”, “F/M” and “F/F”. (d) Participants’
preference of User Study 2: our results versus Nearest Neighbor. (e) Participants’ preference of User Study 3: our results versus artists’ drawings.

Fig. 21. Cartoon faces in the B&W style generated by different approaches. (a)/(e): input photos; (b)/(f): results by manual composition; (c)/(g): results by
the baseline method; (d)/(h): results by our method.

we displayed its corresponding stylized result but also three
randomly selected cartoons from other input images. The
participant was asked to select the cartoon that best describes
the current portrait from the four candidates. We collected
the answers from the 70 participants and calculated the per-
centage of the answers that selected the right cartoon for the
corresponding portrait (denoted as the recognition rate). Fol-
lowing the user study strategy in [6], we provide five detailed
recognition rates (gender of the participants versus the gender
of the input portraits). The overall recognition rate (A/A) is
86.2% (See Fig. 20c), which shows that our method is very
effective in extracting distinctive facial features of a person
and delivering them in a stylized output. The detailed recog-
nition rates for “M/M”, “M/F”, “F/M” and “F/F” are 89.7%,
82.2%, 91.4% and 81.7% respectively, which reveal some
interesting findings with respect to gender differences: male
cartoon faces allow a much higher recognition rate than female
cartoon faces for all participants (male and female), while
male participants seem to be more effective in identifying
the subtle differences in female cartoon faces than the female
participants.

User Study 2: In this user study, our goal is to evaluate
the benefits of the Bayesian network and the subsequent
ε-SVR based adjustment. We choose a baseline method, which
directly finds the nearest neighbors from the database and uses
the corresponding cartoon components for the stylization. Dur-
ing the test, each participant saw 40 portrait images (20 male,
20 female); for each portrait we displayed the synthesized
results by our method and the output of the baseline method.
The participant was asked to select a cartoon face that best
described the given input and at the same time looks attractive.
The results are summarized in Fig. 20d. Overall, 75.5%
of the participants favored our method. The percentage of
participants in favor of our method that includes Bayesian
Network and ε-SVR for the gender subsets “M/M”, “M/F”,
“F/M” and “F/F” are 75.2%, 73.0%, 75.8% and 79.2%. This
proves that our method significantly outperforms the baseline
method in the quality of the stylization results.

User Study 3: Finally, we investigate user preferences
between our method and artistic creations using our set of
stylized facial components. We selected 40 images and invited
artists to select the cartoon components from the database and
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compose them to facial images using a commercial platform.
The other experimental settings were similar to those of User
Study 2. The quantitative results are summarized in Fig. 20e.
Overall, 48.5% of the participants selected the result of our
method, while 51.5% of the participants favored the artist’s
work. This slight performance difference seems quite stable
with respect to gender differences. Thus, our method can be
used as an effective alternative to reduce manual efforts for
the creation of facial cartoons.

Fig. 21 shows some cartoon faces generated by the artists,
the baseline method and our system. Our method and also the
artist’s work show clear visual advantages over the baseline
method.

Limitations: The main limitation of our system is that
we can only deal with frontal or near-frontal faces. The
selection of cartoon facial components highly depends on the
similarity between the input facial components and the facial
components in the realistic facial component database, so a
cartoon face generated by our system may not be similar as
the original person in the input photo if input face is not
frontal. The second limitation is that we currently do not
consider some characteristics of input faces, such as wrinkles
and special hairstyles, so our cartoon faces also do not contain
such details.

VI. CONCLUSIONS AND FUTURE WORK

We have presented a data-driven framework for generating
cartoon faces from portrait photographies in a desired style.
During the offline analysis stage, our method learns how
to select and assemble facial components from databases
which are manually prepared by artists. The selection of
facial components is learned by a Bayesian network while the
composition of components is characterized using an ε-SVR
model. During the online synthesis stage, we automatically
detect the face in the input photo, select an optimal set of
components from the cartoon database via feature matching
using a trained Bayesian network, and finally compose them
together using the ε-SVR model. We demonstrate that the
used Bayesian Network is helpful in arranging selected facial
components to an attractive representation of the input. Our
experiments show that the system is able to generate face
stylizations in a similar quality to what an artist is able to
achieve. The system is used in an commercial application for
mobile devices.

In the future, we plan to extend our system to synthesize
more facial details, such as wrinkles and cheekbones, by
adding corresponding components to the database. We are
also interested in how to make cartoon faces more lively and
animate the stylization results. As a data-driven approach, the
effectiveness of our system is mainly limited by the examples
in the input databases. Some stylization results may not look
very close to the input portraits due to the lack of similar
cartoon components in the database. One remedy is to add
more components into the database, while another potential
solution to apply more advanced algorithms to deform the car-
toon components during online synthesis when the matching
errors are beyond certain threshold. Lastly, our current system
can only handle input portraits in more or less frontal views.
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