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Abstract Fluoroscopic images depicting the movement of lung tumor lesions along with
patients’ respirations are essential in contemporary image-guided lung cancer radiotherapy,
as the accurate delivery of radiation dose on lung tumor lesions can be facilitated with the
help of fluoroscopic images. However, the quality of fluoroscopic images is often not high,
and several factors including image noise, artifact, ribs occlusion often prevent the tumor
lesion from being accurate localized. In this study, a novel marker-less lung tumor localiza-
tion strategy is proposed. Unlike conventional lung tumor localization strategies, it doesn’t
require placing external surrogates on patients or implanting internal fiducial markers in
patients. Thus ambiguous movement correlations between moving tumor lesions and sur-
rogates as well as the risk of patients pneumothorax can be totally avoided. In this new
strategy, fluoroscopic images are first decomposed into low-rank and sparse components
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via the split Bregman method, and then spectral clustering techniques are incorporated
for similarity learning to realize the tumor localization task. Clinical data obtained from
60 patients with lung tumor lesions is utilized for experimental evaluation, and promising
results obtained by the new strategy are demonstrated from the statistical point of view.

Keywords Tumor localization - Low-rank and sparse decomposition - Similarity
learning - Spectral clustering

1 Introduction

Lung cancer, the most common cause of cancer-related death, is responsible for over 1.38
million deaths annually in worldwide population [8]. It is also widely acknowledged that,
accurate diagnosis of lung cancer at its early stage and timely treatments are essential to
enhance the survival time of lung cancer patients, or even cure the disease [21]. There are
diverse effective treatment manners for lung cancer to date, including surgery, radiotherapy,
chemotherapy, palliative care, etc [9, 21]. Among them, radiotherapy, whose main purpose
is to eliminate malignant cells via ionizing radiation, is often indispensable in contemporary
lung cancer treatments [21].

For lung cancer radiotherapy, accurate predictions on positions of tumor lesions along
with patients’ respiratory cycles (i.e., the procedure also known as lung tumor localization
or lung tumor tracking) is highly demanded, as high-dose-rate radiation beam needs to be
concentrated on moving tumor lesions, and meanwhile radiation exposure towards normal
tissues surrounding tumor lesions should be kept as low as possible [21]. In order to real-
ize the above task, conventional lung tumor localization strategies in radiotherapy often rely
on markers, which include either external surrogates placed on the abdomen of patients
[13] or internal fiducial markers implanted within patients via surgeries [27]. However,
their disadvantages also obvious: for external surrogates, it is often ambiguous to corre-
late the complicate movement between external surrogates and moving tumor lesions inside
patients, making the tumor position derivation lack of accuracy; for internal surrogates,
patients with percutaneous marker implantations are likely to suffer from the risk of pneu-
mothorax [18]. Therefore, marker-less localization strategies, which are conducted without
the aid of external or internal markers, become more favored in lung tumor radiotherapy
nowadays.

There are already several studies proposed to realize marker-less tumor localization in
lung tumor radiotherapy in recent years [14, 16, 17, 19, 23, 26, 29, 30]. For instance, poten-
tial regions in lung image sequences containing discriminative tumor feature are shortlisted
via a principal component analysis (PCA) model in [16]. In [19], nonlinear manifold learn-
ing methods, including locally linear embedding [25], local tangent space alignment [32],
and Laplacian eigenmap [2], are incorporated similarly to [16] but replacing the role of PCA
for tumor position derivation. In [17, 23, 26, 29, 30], techniques of artificial neural network
(ANN), support vector machine (SVM), and linear/non-linear regression are incorporated to
realize the lung tumor localization task. It can be concluded from existing studies that, pop-
ular pattern recognition tools are widely utilized in contemporary marker-less lung tumor
localization studies.

For most marker-less lung tumor localization studies, medical images are often adopted
to reveal movements of lung tumor lesions for radiation beams delivery [14, 16, 17, 19,
23, 26, 29, 30]. Among a number of medical imaging facilities, fluoroscopy, which is an
effective and affordable medical imaging manner to obtain fluoroscopic image sequences
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inspecting internal structures of patients, is widely incorporated [20]. However, it is worth
to note that the image quality of contemporary fluoroscopy is not very high. For one thing,
fluoroscopy is often equipped with x-ray image intensifiers, which make fluoroscopy suf-
fers from several spatial blurring factors (e.g., Lubberts effect, K-fluorescence reabsorption,
electron range, etc), which nearly all x-ray imaging devices have. For another, fluoroscopic
systems also experience temporal blurring due to system lag, which may create motion
blurring for moving objects. Thus, processing fluoroscopic images is more challenging
than processing images obtained by other contemporary imaging facilitates of higher spa-
tial resolution and better imaging quality. A case in point is illustrated in Fig. 1. It can be
observed that, the spatial resolution of the example fluoroscopic image is not high, and the
tumor lesion is also intersected with unfavorable artifact as well as obscured by ribs. Mean-
while, non-tumor tissues surrounding tumor lesions often move together with tumor lesions
in patients respiratory cycles, making it more challenging to differentiate the target tumor
lesion and localize its position precisely. The reason to widely adopt fluoroscopic systems
in ordinary clinical lung tumor diagnosis nowadays is because, the x-ray exposure needed
to be put on patients when producing fluoroscopic images is low, compared with other con-
temporary radiography facilitates such as CT. Therefore, it complies well with patients’
safety issues.

For most contemporary marker-less lung tumor localization studies based on fluoro-
scopic images, they often apply diverse image processing or pattern recognition methods
directly on original fluoroscopic images to realize the tumor localization task [16, 17, 19,
23, 26, 29, 30]. However, the poor quality of original fluoroscopic images often prevent
those methods from achieving satisfactory localization performance. Therefore, it inspires
us to find more “clean” fluoroscopic images, in which the bad influence brought by image
noise and other degraded factors could be reduced as low as possible. Another problem in
contemporary marker-less tumor localization studies is that, in order to discern the target
tumor lesion from other non-tumor tissues, image pixels are either classified into differ-
ent tissue categories or clustered into different groups, according to certain criteria in their
utilized classification or clustering methods [16, 17, 19, 23, 26, 29, 30]. Finding a proper
criterion measuring the similarity between pixels to differentiate the target tumor lesion
from other non-tumor tissues is often of great importance in those methods. However, for
many of these methods, such an important criterion is often determined empirically. Since
medical imaging data often have large varying statistical properties across different patients,
either making an assumption about the adopted similarity beforehand, or learning it based
on training images obtained from some patients and adopting learned results on images of
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Fig. 1 Example of a fluoroscopic image
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other patients afterwards (as the conventional pattern recognition way) may not fit the nature
of the tumor localization problem on diverse patients well. Therefore, a method which can
learn unique similarity for each particular patient will fit the problem better. It is necessary
to conduct similarity learning case by case in this marker-less tumor localization study, and
such a problem has not been taken into consideration in previous related researches [14, 16,
17, 19, 23, 26, 29, 30].

Therefore, with the above requirements of both finding more “clean” fluoroscopic
images and conducting case-by-case similarity learning in lung tumor localization into
consideration, a novel marker-less tumor localization strategy on fluoroscopic images for
image-guided lung cancer radiotherapy is presented in this paper. The flowchart of the intro-
duced localization strategy is illustrated in Fig. 2. It can be observed that, a low-rank &
sparse decomposition step differentiating an original fluoroscopic image into a sparse flu-
oroscopic image with major information of non-tumor tissues and a low-rank fluoroscopic
image with major information of the target tumor tissue is conducted firstly in the newly
introduced localization strategy. Low-rank images obtained through such a decomposition
are more “clean” compared with original fluoroscopic images, thus they are more suitable
for tumor localization. Afterwards, a spectral clustering method is utilized to fulfill pixel-
wise similarity learning in low-rank fluoroscopic images. A series of pattern recognition
and image processing techniques, including K-means clustering, morphological processing,
connected component analysis, are incorporated to accomplish the tumor localization task
therein. It is necessary to point out that, the newly introduced strategy is not fully automatic
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Fig. 2 Flowchart of the introduced marker-less lung tumor localization strategy with low-rank & sparse
decomposition and similarity learning via spectral clustering
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since a pre-requisite user interaction step is incorporated into the essential similarity
learning step via spectral clustering.

The organization of the paper is as follows. In Section 2, a low-rank & sparse decomposi-
tion method based on robust-PCA is introduced to decompose original fluoroscopic images
into low-rank and sparse components via the split Bregman method. Section 3 elaborates
steps to conduct similarity learning via spectral clustering based on decomposed low-rank
fluoroscopic images. Section 4 presents a series of pattern recognition and image processing
techniques, which are incorporated to accomplish the lung tumor localization task based on
previous decomposition (Section 2) and learning (Sections 3) results. In Section 5, clinical
data obtained from 60 patients with lung tumor lesions are utilized to evaluate the perfor-
mance of the newly introduced marker-less lung tumor localization strategy. The superiority
of adopting low-rank & sparse decomposition as well as case-by-case similarity learning
via spectral clustering in the newly introduced lung tumor localization strategy are demon-
strated through various experiments and comprehensive statistical analysis, compared with
other conventional tumor localization strategies. In Section 6, the conclusion of this study
is drawn.

2 Low-rank & sparse decomposition on original fluoroscopic images

As introduced in Section 1, it is challenging to localize tumor lesion precisely on original
fluoroscopic images, as their image quality is often poor and non-tumor tissues surrounding
the tumor lesion also move simultaneously, making the tumor and non-tumor differentia-
tion even harder. A general intuition to tackle the problem is that, the tumor localization
task should become more convenient to handle, if an original fluoroscopic image can be
decomposed into an image component with major tumor movement over an ideal stationary
background, as well as another image component with major non-tumor tissues movement.
Conducting tumor localization on the first component of images should be easier than doing
so directly on original images.

The above intuition is similar towards matrix decomposition in mathematics, in which a
large data matrix M can be decomposed as M = L+ S, where the matrix L has low rank and
the matrix S is sparse. In order to solve L and S, the classical principal component analysis
(PCA) can be adopted, provided the assumption that the matrix S is small and independent
and identically distributed Gaussian. However, in many real-life applications, entries in S
can have arbitrarily large magnitude, and the general assumption in classical PCA may not
be always true.

Inspired by the recent prominent progress of robust-PCA [7], whose main idea is to
recover a low-rank measurement and a sparse measurement from a corrupted original mea-
surement provided arbitrary errors in magnitude are supported in the accompanying sparse
measurement, such a low-rank & sparse decomposition on original fluoroscopic images can
be explicitly formulated via the following optimization:

arg (;ni)?) 10+ x2) = X113+ Aellxalls + Alx2lh ey
1.X2

where, x, x1 and x2 depict an original fluoroscopic image, its decomposed low-rank com-
ponent, and its decomposed sparse component, respectively; || - ||, || - /|2 and | - ||, denote the
£1-, £2-, and nuclear norm, respectively; || x1 ||« penalizes the rank of x; defined as the sum
of its singular values with regularizing coefficient A.; || x2|l1 is for promoting the sparsity
of x» with regularizing coefficient A. In this way, major information of the moving tumor
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lesion is decomposed and contained in the low-rank component xi, while other informa-
tion including noise, outliers, as well as movements of non-tumor tissues are mainly sparse
and they are included in the sparse component 5. It is worth to notice that, such a decom-
position via robust-PCA begins to attract increasing attentions in general tracking studies
in computer vision in recent years [15, 34, 35], but its utilization in medical applications is
still rare.

In this study, a split Bregman method [11] is incorporated to solve x; and x> in the above
optimization problem. The split Bregman method is often implemented via iterations. To be
specific, (1) can be splitted into the following three sub-problems at iteration time k:

Sub-problem 1% = miny, (x1 + x5~ — x*7'113 + Aullxa Il )
Sub-problem 2: x5 = min,, | (xF + x2) — x*7113 + Allxalli 3)
Sub-problem 3: = x5 =+ b )

For initialization (k=0), x° is equivalent to the original fluoroscopic image x. At each
iteration time k, sub-problem 1 can be solved via a singular value thresholding (SVT)
algorithm at a low computational cost [6]. According to [11], the optimal solution of sub-
problem 2 can be rapidly obtained using a shrinkage operator xé‘ = shrink(x*~! — X{‘, %).
After solving sub-problems 1 and 2, x is updated in sub-problem 3 for the next iter-
ation time (k 4+ 1). The whole iteration terminates when the following criterion meets:
max( ™ = xFlloo, 1A ™ = x¥llc) < tol, in which tol denotes an enough small
change between two decomposed images within two consecutive iteration times and || - |0
represents the spectral norm.

After all these subproblems are solved, a low-rank fluoroscopic image x; mainly con-
taining information of the moving tumor lesion is produced, and it will be utilized in the
following similarity learning step to fulfill the tumor localization task, instead of the origi-
nal fluoroscopic image x. It is worth to notice that, the low-rank and sparse decomposition
through robust-PCA has already received much popularity in general object tracking and
motion segmentation studies in computer vision in recent years [15, 33, 35]. However, it
has not been incorporated in medical imaging applications before. Thus, it is novel to do the
low-rank and sparse decomposition on fluoroscopic images for tumor localization in this
study.

3 Similarity learning via spectral clustering on low-rank fluoroscopic images

After obtaining low-rank fluoroscopic images, it is necessary to differentiate tumor pixels
from non-tumor pixels on low-rank fluoroscopic images for tumor localization. Generally
speaking, in conventional studies where classification or clustering models are incorporated
[16, 17, 19, 23, 26, 29, 30], it is often highly demanded to determine a “good” similarity
measure, which is able to assign high similarity to pixels from the same group (i.e., either
tumor or non-tumor group) and low similarity to pixels from different groups. Since medical
imaging data are often with largely varying statistical properties across different patients,
either making an assumption about the adopted similarity beforehand, or incorporating
some patient data for training and then applying learned results on other patients for testing
(i.e., the conventional pattern recognition way) may not fit the nature of the problem well.
Therefore, it is essential to conduct similarity learning case by case in tumor localization.
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In this section, pixel-wise similarity learning via spectral clustering is introduced. It is
also the first attempt to adopt spectral clustering techniques on fluoroscopic images for
marker-less tumor localization.

3.1 Data sampling for similarity learning

In order to obtain training data for similarity learning, a pre-requisite user interaction step
needs to be incorporated. In this study, clinicians are allowed to draw their own region-of-
interest (ROI), in which they assume that the tumor lesion is to be enclosed, on the first
low-rank fluoroscopic image of the obtained low-rank fluoroscopic image sequence of every
patient. Such a ROI can be in any arbitrary shape, and the enclosure does not have to be very
close to the tumor lesion’s boundary on the first image. The ROI drawing is conducted only
once for each patient (illustrated as yellow in Fig. 2a). It is necessary to point out that, the
concept of user interaction here is different from the previously mentioned “marker-less”,
which is described in the medical domain.

Using such a ROI, training data from one patient for her/his own pixel-wise similarity
learning can be extracted conveniently: points inside the enclosed ROI can be sampled as
positive training samples (i.e., from the tumor tissue, illustrated as red in Fig. 2a), while
points outside the enclosed ROI are to be sampled as negative training samples (i.e., from
non-tumor tissues, illustrated as blue in Fig. 2a). For implementation, positive samples often
sharing similar visual attributes on low-rank fluoroscopic images are chosen from the center
area of the ROI.

For negative samples, they are usually highly variable in visual attributes, and are often
more difficult to be sampled. The conventional random sampling strategy is likely to under-
represent negative sub-populations (a.k.a. stratum [24], which is the collection of points
sharing similar visual characteristics), making chosen negative samples less representative.
Also, less representative data will tends to bias learning outcomes, deteriorating the whole
performance therein in conventional pattern recognition studies. Therefore, in order to make
negative samples more representative, a stratified random sampling strategy [24] is incor-
porated to sample negative points in this study. The optimal stratum allocation scheme used
here is the Neyman allocation [24], in which the number of sampled negative points n; from
a stratum / is determined by:

R; - o1 N

Y T — 5)
L N +---+ N,

> Ri-ox

k=1

n=n-

where, n is the total number of negative points to be sampled; o; is the standard deviation
of negative points located at stratum /; R; denotes the fraction provided by the number
of negative points in the stratum / (N;) over the number of all negative points from all L
stratums. It can be observed from (5) that, Neyman allocation intends to allow more negative
samples to be taken from one stratum, if it contains a larger fraction of negative points with
largely varying visual characteristics. In this way, more representative negative training data
can be sampled for the next similarity learning.

3.2 Supervised similarity learning via spectral clustering

After obtaining samples for similarity learning, an explicit form of the pixel-wise similarity
utilized in this study is to be defined. A spatially weighted metric-based similarity d(x;, x ;)
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reflecting the similarity between pixels x; and x; in a low-rank fluoroscopic image is as
follows:

12
d(x,‘, x_/) =P (x,-,xq,‘)-Q (x,-, XJ') = eXp (_IIP;GZPJII) -eXp (— (S,‘ — Sj)T A (S,' — Sj))
P
(6)

where, o, is a scalar and A is a full matrix; p; (p;) is the normalized spatial coordinates
of pixel x; (x;), and s; (s;) is the extracted low-level visual feature of pixel x; (x;). Obvi-
ously, P (xi, X j) reflects the spatial similarity between x; and x ;, which is constructed as an
isotropically-scaled Gaussian. Q (x,-, X j) reveals the similarity of low-level visual features
between x; and x; using a Mahalanobis metric. The similarity measure in (6) emphasizes
on spatial localization, by which the similarity between pairwise pixels x; and x; decreases
with the increase of their in-between distance. Therefore, two spatially nearby pixels will
have more dominant influence on the measured similarity than two pixels that are far apart.
It is worth to notice that, the spatial information can be constructed with visual features and
only one term in (6) (e.g., term Q) is necessary for similarity calculation. However, since
the unknown A to be learned is a full matrix, more elements need to be determined (as
the size of the matrix A increases) and the efficiency of the whole learning will be influ-
enced. In our utilized similarity (6), the unknown associated with spatial information o is
a scalar and it is more efficient to be determined within the proposed tumor localization
strategy.

The newly adopted similarity in (6) is also different from those utilized in other related
studies [22, 28]. In the Normalized Cut algorithm [28], Shi et al. did not include an explicit
form of the term P of (6) in their similarity and assumed the matrix A in the term Q to be
a diagonal matrix, which ignores the correlation among different dimensions of extracted
features. In the Ng-Jordan-Weiss algorithm [22], only term Q of (6) is utilized in their
similarity, and s; in their work only represents extracted low-level feature of pixel x;, which
ignores spatial information. In order to ensure distances used in (6) as metrics, they should
meet four axioms of a metric (i.e., non-negativity, identity of indiscernibles, symmetry and
triangle inequality), and the matrix A in term Q should be at least positive semi-definite
(i.e., A > 0). The purpose of learning a similarity is to find proper parameters of it, so that
data from the same or different categories can be well grouped and differentiated therein.
In this study, the purpose of learning such a similarity involves finding proper values for
parameters A and UI%. Hence, unknown parameters of (6) are determined algorithmically,
not empirically.

In order to fulfill the learning task, spectral clustering is incorporated. Spectral cluster-
ing is a special clustering technique, which can be considered as an approximate solution
to the classic graph-cut problem achieving partitioning of an image by cutting weak links
between graph nodes to separate an image into various portions [5]. The pixel-wise similar-
ity learning task here is realized via a spectral clustering algorithm, whose main steps based
on [1] are elaborated in Table 1. In [1], similarity learning via spectral clustering aims to
learn the Gaussian width o2 in its simple Gaussian RBF (a.k.a. radial basis function) sim-
ilarity measure. Since the adopted similarity in (6) is more sophisticated, simply applying
the existing learning algorithm directly on (6) is not reasonable. Therefore, an optimization
function with the Frobenius norm in (7) of Table 1 is utilized for learning unknowns in (6).
Through a gradient descent method with constraints in (7), unknown parameters in (6) can
be solved. Hence, a learned spatially weighted metric-based similarity can be determined
via spectral clustering techniques.
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3.3 Unsupervised out-of-sample extension

The next step is to perform tumor and non-tumor differentiation on pixels other than those
sampled for similarity learning (in Section 3.1) on the low-rank fluoroscopic images by
spectral clustering. It is also acknowledged that, the main computational burden of spec-
tral clustering resides in the eigen-decomposition step of the graph Laplacian matrix L of
size n x n, where n is the total number of pixels. In the previous learning step, this is not
a problem since the number of sampled points to form the training set S in Table 1 is still
small. If spectral clustering is used to group all other points in the ROI, the size of matrix
L will become extremely large and causes memory problems (e.g., for a 200 x 200 pixel-
wise ROI, the constructed graph Laplacian L will be of the size 40, 000 x 40, 000, which
is often difficult to load and handle for ordinary computers) as well as computational bur-
den in eigen-decomposition (i.e., its computational cost is around O (n?)). Therefore, an
unsupervised out-of-sample extension method [3] is incorporated. The purpose of apply-
ing out-of-sample extension here is to map points into the spectral domain directly using
a mapping function without performing the ordinary eigen-decomposition step. Therefore,
the main computational burden of spectral clustering can be avoided.

For the rest pixels in ROI, the similarity is calculated with respect to each sample in the
training set S using (6) with the learned similarity function. In this study, since the prior
knowledge about the location of tumor lesion on the first fluoroscopic image is incorporated
by drawing a ROI, points outside the ROI should not be considered as candidate points
for tumor lesion. Thus, a weighted adjacency matrix W’ of the size: (number of remaining

Table 1 An algorithm of similarity learning via spectral clustering

Input: a set of n pixels § = {s1, 52, ..., s,} in RY

Algorithm:

1. Initialize unknown parameters A and (71% of the adopted similarity in (6).

2. Calculate the pixel-wise similarity d(x;, x;) in (6) for each pixel pair. Use those

computed d(x;, x;) as elements to construct an affinity matrix

D € R™*" for all n pixelsin S.

Form a new diagonal matrix C, whose (7, i) element is the sum of the i-t4 row of D.
Construct a graph Laplacian matrix L = C~/2. D . C~1/2, and find the k

largest eigenvalues and their corresponding eigenvectors.

Form a new matrix X € R”*¥ by stacking the k extracted eigenvectors in columns.
Solving A and aﬁ: form an optimization problem in the Frobenius norm:

2
minJ(A, 02) = ! ”XXT ~Xpari XDy, | 50420 %)

where, Xparr = C~1/2E(ET CE)~!/?B; E is an indicator matrix of data set
partitions and B is an arbitrary orthogonal matrix. Applying A > 0 as
constraints to the optimization problem and find optimal solutions of A and a[%
through gradient descent.

Output: Learned parameters A and o]% in (6).
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samples in ROI) x (number of samples in S) can be obtained. After normalization, the
affinity matrix W, . is given by

norm
w!.
ij
Wr/mrm(i, 7 = 7 7
\/ers Wix ZX’ES ij’
The spectral embedding of pixels in ROI can be computed using the following mapping
function directly:

®)

Xmal’l’é’d = Wr/wrm X V_l (9)

where, X and V are matrices of eigenvectors and eigenvalues obtained from the training
data set S, respectively. After obtaining X,apped, conventional clustering algorithms can be
utilized to differentiate the tumor lesion unsupervisedly. In this work, the classic K-means
algorithm [4] is incorporated in this step, and the pre-defined number of groups equals to 2
(K = 2) for tumor and non-tumor groups.

For other low-rank fluoroscopic images besides the first one in an image sequence of one
patient, the computation is similar. For each of them, the affinity matrix in (8) is calculated
with respect to all pixels on that image using the learned similarity measure in (6). After that,
the spectral embedding of pixels is realized using (9), and K-means is also implemented to
differentiate tumor and non-tumor on that low-rank fluoroscopic image. Examples of those
clustering results are illustrated in Fig. 2b, in which a binary image obtained via K-means
clustering on a low-rank fluoroscopic image is demonstrated. Pixels with value of 1 (i.e.,
black) represent the tumor group, while pixels with value of O (i.e., white) belong to the
non-tumor group. In this way, the tumor localization result on each fluoroscopic image can
be roughly obtained, and the next step is to refine rough localization results.

4 Tumor localization on low-rank fluoroscopic images

Although major moving non-tumor tissues surrounding the tumor lesion can be removed
from low-rank fluoroscopic image y; via the low-rank & sparse decomposition step in (1),
some non-tumor tissues still exist after the above clustering step (i.e., for instance, black
areas except for the target tumor lesion in Fig. 2b), as their movement is not much and
they are generally regarded as stationary background in the previous decomposition step.
Therefore, background subtraction and foreground extraction steps are necessary to refine
tumor localization results. In this study, since the movement of non-tumor tissues in low-
rank fluoroscopic images after clustering is small, a background image is obtained via the
multiplication of clustering results of the first few low-rank fluoroscopic images of each
patient. The foreground image excluding non-tumor tissues with less movement is extracted
via the subtraction between obtained clustering results of low-rank fluoroscopic images and
their background image. An illustration of the above process is in Fig. 3.

For extracted foreground images, they are likely to be deteriorated by thin line struc-
tures and holes on tumor lesions (as shown in Fig. 3), which are caused by image artifact
and ribs occlusion already existing in original fluoroscopic images. Hence, a morphological
processing step [12] is applied on extracted foreground images to remove unnecessary frac-
tions afterwards. Morphological processing steps in this study are composed of an opening
operation and a closing operation:

opening: fos=(fSs)Ds closing: fes=(f®s)OSs (10)
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first few low-rank fluoroscopic images after clustering in an image sequence

=

Background image

Tl I ST

extracted foreground low-rank fluoroscopic images after clustering

Fig. 3 An illustration of background subjection and foreground extraction

where, f indicates extracted foreground images; s is a disk-shaped structuring element of
radius 5 in this study; @ and © represent dilation and erosion operations, respectively [12].
Generally speaking, too big structuring element will blur the target tumor lesion, and too
small structuring element will not help to remove unnecessary isolated points, holes, and
thin line structures in tumor localization results. Thus, the shape and size of the structuring
element utilized in this study are determined based on trial-and-errors. An example after
applying the morphological processing step is illustrated in Fig. 2e.

After morphological processing, several tumor lesion candidate regions are available (as
shown in Fig. 2e). An automatic shortlisting strategy for the target tumor lesion is incorpo-
rated here via connected component analysis (CCA) [12], which is capable to find uniquely
labeled connected components on binary images. As illustrated in Fig. 2f, different tumor
candidate regions are labeled differently on the example image after morphological pro-
cessing. The target tumor lesion in the current frame is selected as the one with the highest
spatial correlation towards the determined tumor lesion in the previous frame, given the fact
that lung tumor does not move rapidly frame by frame in the whole fluoroscopic image
sequence along with patients’ respirations. After all above steps are performed, the tumor
position in one fluoroscopic image can be localized using a minimum rectangle enclosing
the detected target tumor lesion as illustrated in Fig. 2g.

5 Experiments and discussion
5.1 Data description and methods implementation

The performance of the newly introduced marker-less tumor localization strategy has been
evaluated by fluoroscopic images obtained from 60 real patients with lung tumor cancer. All
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images were obtained in the affiliated hospital of Nanchang University, and informed con-
sent to access those data for academic purpose was obtained from all patients. The average
duration of each image sequence of each patient is around 2 mins, in which 24 to 40 respira-
tory cycles exist, and the spatial resolution of an original fluoroscopic image is 1024 x 768.
For extracted feature from obtained low-rank fluoroscopic images, normalized horizontal
and vertical coordinates of each pixel i are incorporated as p; in (6). Normalized intensity,
normalized entropy value, normalized local range and normalized local standard deviation
in a neighborhood of size 3 x 3 of each pixel i are adopted to construct s; in (6). For unknown
parameters A and o, in (6), they are set as an identity matrix and 0.1, respectively as ini-
tializations in Table 1. For sampled training data, totally 50 pixels per patient are sampled
to construct her/his training data set (i.e., input S in Table 1), in consideration of both the
efficiency of implementation in clinical practice as well as the effectiveness of the intro-
duced tumor localization strategy. Among 50 sampled pixels, 25 pixels are positive training
samples taken within ROI and the rest 25 pixels are negative training samples taken outside
of ROI. For negative training samples, 5 stratums of candidates are utilized in the applied
stratified random sampling strategy via Neyman allocation (i.e., L = 5 in (5)).

In order to demonstrate merits of incorporating low-rank & sparse decomposition as
well as similarity learning via spectral clustering in the introduced lung tumor localization
strategy, experiments are categorized into two folds: one is to demonstrate the advantage
of similarity learning (Section 5.2) and the other is for the merit of low-rank & sparse
decomposition (Section 5.3). In each fold, dozens of comparison experiments as well as
comprehensive statistical analysis are employed. An additional discussion is also conducted
in Section 5.4.

5.2 Experiments and analysis on similarity learning

Besides the introduced strategy (denoted as “SC+Learning”), two other tumor localization
strategies are implemented for comparison. One is the same as the introduced strategy but to
replace spectral clustering with support vector machine for similarity learning (denoted as
“SVM-+Learning”), the other is to apply all other steps as the introduced strategy but without
the similarity learning step (denoted as ”w/o Learning”). The purpose here is to demonstrate
the superiority of incorporating similarity learning via spectral clustering in “SC+Learning”,
compared with the classic learning paradigm (“SVM-+Learning”) and non-learning (“w/o
Learning”).

For the above three methods, all patient data are utilized and their tumor localization
results are evaluated. For SVM+Learning, a Gaussian radius basis function (Gaussian-
RBF) is incorporated, and the Gaussian width in such a Gaussian-RBF is the parameter to
learn. A radius-margin bound method [31] is implemented for learning the Gaussian width.
In radius-margin bound method, an upper bound specifying the number of classification
errors in a leave-one-out procedure is defined using the margin of the SVM classifier as
well as the radius of a sphere, which includes all transformed feature vectors in the high-
dimensional feature space (a.k.a “kernel trick”) [31]. Hence, parameters in the compared
“SVM+Learning” strategy are also determined algorithmically. In this study, pre-defined
parameters of “SVM+Learning” are determined via trial-and-errors for optimal tumor local-
ization performance as suggested, including the trade-off between training error and margin
set as 0.01, the initial Gaussian width set as 0.1, and the cost-factor by which training errors
on positive samples out-weight errors on negative examples set as 1.

Figure 4 demonstrates tumor localization results from an obtained low-rank fluoroscopic
image sequence of one patient by incorporating our introduced strategy as well as the two
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Fig. 4 An illustration of tumor localization results provided by three compared strategies on example low-
rank fluoroscopic images

compared strategies. ROI delineation (in yellow) and sampling data (in red and blue) on
the first low-rank fluoroscopic image of that sequence are depicted on the top left corner
of Fig. 4. The same ROI and sampling data are utilized in all three strategies. For the rest
8 images below the ROI image at the same column, they depict different low-rank fluo-
roscopic images from that image sequence. In each row of the 8 images, the foreground,
the intermediate tumor localization result after CCA, and the final tumor localization result
highlighted by bounding boxes are demonstrated for “SC+Learning”, “SVM+Learning”,
and “w/o Learning”, respectively.

In each final tumor localization result, a red rectangle representing the smallest rectangle
containing the detected tumor region after CCA is compared with a yellow rectangle, which
was determined as the tumor ground truth by our senior clinicians by consensus. Localiza-
tion results with the highest matching towards the ground truth will be considered to be the
best, as the highest concentration of radiation beam to the tumor as well as the lowest radi-
ation exposure towards surrounding non-tumor tissues could be obtained for it. It can be
noticed in Fig. 4 that, the introduced “SC+Learning” strategy has the most similar localiza-
tion results to the ground truth among all three strategies. For “w/o Learning”, similarity
learning is not incorporated and foreground extraction results are often not precise. It will
badly influence the following CCA step, resulting in degraded tumor localization results.
For “SVM-+Learning”, although similarity learning is adopted, its localization results are
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not as precise as those of the introduced “SC+Learning” strategy (e.g., matchings are not as
good as ours in the 2nd, 5nd, 8nd images).

A quantitative analysis is conducted based on all obtained tumor localization results
from all compared strategies with statistical perspectives. F-measure, the harmonic mean
of precision and recall measures [10], is adopted here to evaluate the tumor localization
performance quantitatively. The reason of adopting F-measure in this study is explained
as follows. Provided the following annotations: TPs - true positives (i.e., tumor correctly
identified); FPs - false positives (i.e., non-tumor wrongly identified as tumor); GT - ground
truth. Definitions of precision and recall are as follows: precision = T Ps/(T Ps + F Ps),
recall = T Ps/GT. Generally speaking, precision can be biased by the situation of under-
segmentation, in which the segmentation result is only a tiny portion of the whole GT (i.e.,
in this case, FPs=0 and the precision value equals to 1); while recall can also be biased by
the situation of over-segmentation, in which the segmentation result is a large overlapping
on GT (i.e., in this case, TPs=GT and the recall value equals to 1). An illustration of the
two above situations are displayed in Fig. 5. Hence, individual usage of precision or recall
in evaluating the tumor localization performance in this study is not reasonable. Thus, F-
measure, which combines precision and recall as their harmonic mean, is adopted in this
study for quantitative evaluation of tumor localization performance. The definition of F-
measure is: 2 X (precision x recall) / (precision+recall). Therefore, the two above mentioned
biased conditions can be well tackled by F-measure, and F-measure can evaluate the tumor
localization performance objectively.

Figure 6 illustrates a box-and-whisker plot, in which statistical boxes of F-measure
results calculated based on tumor localization results and corresponding ground truth from
all patients data are presented for all compared localization strategies. In each box, a hor-
izontal red line is drawn across the box at the median; the upper and lower quartiles are
blue lines above and below it. A vertical dashed line is drawn up from the upper quartile
and down from the lower quartile to their most extreme data points, which are within a dis-
tance of 1.5 inter-quartile range [24]. It can be noticed that, the box of “SC+Learning” is
obviously higher than those of other strategies, suggesting that the tumor localization per-
formance of “SC+Learning” is superior to others. For “w/o Learning”, the range between
upper and lower quartiles of its box is larger than others, indicating that pre-defined sim-
ilarity (without learning) may work well for some cases, but not for all. Also, the very
range of “SC+Learning” is the smallest among all compared strategies, suggesting that the

GT GT

Fig. 5 An illustration of the under-segmentation situation (left) and the over-segmentation situation (right)
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Fig. 6 Box-and-whisker plot of F-measure among all three compared strategies based on tumor localization
results from all patients data

introduced similarity learning method via spectral clustering may provide the most stable
tumor localization performance among all compared strategies.

A detailed statistical test made up of one-way analysis of variance (ANOVA) followed
by post-hoc multiple comparison tests [24] is utilized for further statistical evaluation. In
one-way ANOVA, F-measure results from all strategies are compared to test a hypothesis
(Hp) that, F-measure means of various strategies are equivalent, against the general alterna-
tive that these means cannot be all the same. P-value is used here as an indicator to reveal
whether Hp holds or not. In this study, P-value calculated from F-measure results from all
strategies are nearly 0, which is a strong indication that all these strategies cannot share the
same F-measure mean. Therefore, the next step is to conduct more detailed paired compar-
ison. The reason to do so is because the alternative against Hp is too general. Information
about which method is superior cannot be perceived by one-way ANOVA alone. Therefore,
tests that can provide such information are needed and they are multiple comparison tests.

There are two kinds of evaluation results after applying multiple comparison tests on
F-measure outcomes obtained by all three compared strategies. One is the estimated mean
difference, which is a single-value estimator of F-measure mean difference between any
two compared strategies. Another is a 95 % confidence interval (CI), which is a special
form of interval estimator for a parameter (e.g. F-measure mean difference in this study).
Generally speaking, instead of estimating the parameter by a single value, CI provides an
estimated range, which is likely to include the estimated parameter from statistical perspec-
tives. To be specific, for the comparison between “SC+Learning” and “SVM-+Learning”,
the F-measure of “SC+Learning” is 0.1532 higher than that of “SVM+Learning”, and the
F-measure mean difference (using “SC+Learning” minus “SVM+Learning”) is likely to fall
within a 95 % CI between 0.1423 and 0.1641. Since the upper and lower bounds of the CI
are both positive, it gives a strong indication (> 95 %) that “SC+Learning” is superior to
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“SVM+Learning” in terms of F-measure from the statistical point of view. For the compari-
son between “SC+Learning” and “w/o Learning”, the analysis is similar. “SC+Learning” is
0.3269 higher than “w/o Learning”. The F-measure mean difference (using “SC+Learning”
minus “w/o Learning”) is likely to fall within a 95 % CI between 0.3160 and 0.3378. Since
the upper and lower bounds of the CI are both positive as well, it gives a strong indication
(> 95 %) that “SC+Learning” is superior to “w/o Learning” in terms of F-measure from the
statistical point of view.

To sum up, based on the above quantitative F-measure results and their corresponding
comprehensive statistical analysis, it can be concluded that “SC+Learning” outperforms
compared strategies based on tumor localization results from all patients data in terms of F-
measure from the statistical point of view. The above quantitative statistical outcomes also
substantiate the qualitative observation of boxes from Fig. 6 regarding the three compared
strategies.

5.3 Experiments and analysis on low-rank & sparse decomposition

In order to demonstrate the superiority of adopted low-rank fluoroscopic images in the
marker-less tumor localization study, the same steps described in Sections 3 and 4 are
implemented on original fluoroscopic images for comparison (i.e., without the low-rank &
sparse decomposition introduced in Section 2). Figure 7 depicts tumor localization results
obtained by incorporating the introduced “SC+Learning” strategy on several example orig-
inal fluoroscopic images (rows of Fig. 7 on the right hand side of the dashed line) and
their corresponding decomposed low-rank fluoroscopic images (rows of Fig. 7 on the left

SC+Learning on low-ranks SC+Learning on originals

low-rank  aft CCA localization original aft CCA localization

Fig. 7 An illustration of tumor localization results provided by the introduced strategy on low-rank and
original fluoroscopic images for comparison
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hand side of the dashed line), respectively. It can be clearly observed that, although orig-
inal fluoroscopic images (i.e., 4th column of Fig. 7) do not demonstrate much visual
difference from their corresponding low-rank images (i.e., 1st column of Fig. 7), inter-
mediate tumor localization results after CCA vary so much (i.e., 2nd and 5th column
of Fig. 7, the same row for comparison). The reason is because that, low-rank fluoro-
scopic images can be less influenced by non-tumor tissue, which do not move in a high
amplitude and is likely to be wrongly regarded as tumor lesion (i.e., revealed via bigger
detected tumor areas on 5th column of Fig. 7). Hence, accompanying tumor localization
results vary so much accordingly (i.e., 3rd and 6th column of Fig. 7). It can be con-
cluded from examples in Fig. 7 that, applying “SC+Learning” on low-rank fluoroscopic
images can provide better matchings between localized tumor (in red) and the ground
truth (in yellow), compared with applying “SC+Learning” directly on original fluoroscopic
images.

Similar statistical analysis has been conducted based on calculated F-measure results
obtained by incorporating “SC+Learning” on low-rank and original fluoroscopic images
using all patients data. A box-and-whisker plot is shown in Fig. 8. It can be noticed that,
applying the introduced tumor localization strategy on low-rank fluoroscopic images out-
performs applying the same strategy directly on original fluoroscopic images in terms of
F-measure. Also, “SC+Learning” on low-rank images is 0.1987 higher than “SC+Learning”
on original images. The F-measure mean difference (using “low-rank” minus “original”) is
likely to fall within a 95 % CI between 0.1836 and 0.2139. Since the upper and lower bounds
of the CI are both positive, it gives a strong indication (> 95 %) that, “SC+Learning” on
low-rank images is superior to “SC+Learning” on original images in terms of F-measure
from the statistical point of view. Thus, the superiority of adopting low-rank & sparse
decomposition in this tumor localization study is also revealed.
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Fig. 8 Box-and-whisker plot of F-measure outcomes of tumor localization results obtained by incorporating
“SC+Learning” on low-rank and original fluoroscopic images of all patients
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5.4 Discussion

In Section 3.1, a pre-requisite user interaction step is adopted to incorporate clinicians’ prior
knowledge about the location of the tumor lesion on the 1st low-rank fluoroscopic image of
each image sequence of one patient. It main purpose is to sample pixels for similarity learn-
ing. In this section, the influence of different ROI drawings on tumor localization results in
this study is discussed.

Figure 9 illustrates tumor localization results obtained by applying the introduced strat-
egy on low-rank fluoroscopic images with 3 different delineated ROIs for instance. It can
be noticed that, initial drawings vary much from ROI-1 to ROI-3, and distributions of sam-
pled training data are quite diverse brought by different ROIs therein. Based on their tumor
localization results, it is interesting to see that although ROIs and data samplings are dif-
ferent, detected tumor areas after CCA does not vary much on each row corresponding to
the same low-rank fluoroscopic image. Therefore, tumor localization results are similar as
well. To be specific, the average F-measure of the whole image sequence of the patient is
0.9398, 0.9402, 0.9387 for ROI-1, ROI-2, and ROI-3, respectively. It can also be observed
that, tumor localization results (in red) and their ground-truth (in yellow) are well matched.
Another quantitative test of adopting 3 different ROIs on each of all patients within the

PR
-

low-rank aft CCA localization = aft CCA localization

Fig. 9 An illustration of tumor localization results provided by the introduced tumor localization strategy
on example low-rank fluoroscopic images with different delineated ROIs
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introduced tumor localization strategy also suggests that, the mean F-measure difference
percentage is 7.5464 %. It is worth to note that, the main function of ROI drawings is to
provide positive and negative samples for similarity learning in tumor localization. It is
observed that detected tumor lesions do not vary much based on different delineated ROIs
for each patient. The reason is because that, representative samples can be picked follow-
ing the adopted sampling strategy even if different ROIs are delineated. Learning results
will not be deteriorated when representative samples are chosen following the incorporated
sampling strategy. Therefore, ROIs are not required to be drawn to closely match the tumor
lesion. Also, the stability of the introduced strategy will not be influenced much by the
pre-requisite user interaction step.

Another interesting thing to note is that, totally 50 sampled pixels (equally divided into
positive and negative samples) are picked for similarity learning. The number of sampled
pixels is determined with consideration of both effectiveness and efficiency of the tumor
localization strategy. Generally speaking, more sampled pixels would bring more informa-
tion that could help to improve learning results. However, computational time spent during
the learning process (i.e., especially cost in the eigen-decomposition of the utilized graph
Laplacian in Step 4 of Table 1) would increase largely. The increasing sampled pixels would
somehow become “redundant”, if less significant improvement on the tumor localization
performance can be obtained. In our experimental design, several numbers of samples are
tested using all patients data, and their obtained F-measure changes as well as computa-
tional time cost for the tumor localization task are evaluated. The left sub-figure of Fig. 10
is related to F-measure and number of sampled points. Red hollow points represent sam-
pling numbers that are tested (including 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200.
Positive and negative samples are equal) and their obtained F-measure results based on all
patients data. A blue polynomial of order 4 is fit towards those isolated hollow points, to
reveal the trend. It can be noticed that, the tumor localization performance increases dra-
matically from 20 to 50 (i.e., F-measure increases from 0.7545 to 0.9217), and is stable
when more samples are added in thereafter (i.e., F-measure from 50 to 200 resides in the
range [0.9115, 0.9398]). Thus, more samples would not help much after 50. The right sub-
figure of Fig. 10 is related to the computational time of tumor localization and number
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Fig. 10 (Left) F-measure obtained by different numbers of samples on all patients data. (Right) Computa-
tional time (in secs) spent using different numbers of samples on all patients data
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of sampled points. Red hollow points represent sampling numbers that are tested (includ-
ing 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200. Positive and negative samples are equal)
and their computational time spent. A blue polynomial of order 4 is also fit towards those
isolated hollow points, to reveal the trend. It can be noticed that, the computational time
doesn’t vary much when the number of samples is no more than 100, but will increase
dramatically after that. Therefore, the number of 50 incorporated data sampling of the sim-
ilarity learning in this study is determined with consideration of both effectiveness and
efficiency.

6 Conclusion

In this study, a novel marker-less tumor localization strategy on low-rank fluoroscopic
images is introduced. Compared with other general data-driven methods, the proposed
strategy has several merits. First, fluoroscopic images are often of poor quality and robust-
PCA is to be incorporated into this medical tracking application for “cleaner” images,
inspired by other recent tracking studies in computer vision. Second, the conventional
pattern recognition way to conduct similarity learning cannot tackle the problem in real-
life patients well since imaging data of patients vary so much. Thus, similarity learning
based on unique data from each particular patient is realized in this proposed strategy via
spectral clustering. The superiority of low-rank & sparse decomposition as well as sim-
ilarity learning via spectral clustering utilized in this strategy is verified by dozens of
experiments together with comprehensive statistical analysis. Promising results are demon-
strated on real patient data. Future studies will be continued following the introduced
tumor localization framework, and more sophisticated tumor localization techniques will
be investigated. The localization strategy will also be studied for other types of tumor
lesions.
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